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COMPUTER GRAPHICS FOR EXTRACTING lNFOR~lATION

FROM DATA

by

RONALD K. LOHRDING
MYRLE M. JOHNSON
DAVID E. WHITENAN

Abstract

This paper presents computer graphics which are use-
ful for displaying and analy:ing data. Many classical and
several newly developed graphical techniques in statistical
data analysis are presented for small univariate and multi-
variate data s?ts. These include histograms, empirical
der,sityfunctions, pie charts, co~tour plots, a discriminant
analysis display, cluster analysis, Chernoff “faces”, and
Andrews’ sine curves.

Recent advances in data collection technology and computer
data base management systems have made jt imperative to
utilize computer graphics for large data sets. beveral in-
novative graphical techniques are presented to handle this
situation.

Spati”l relationships among the data (particularly
geographic data) are difficult to conceptualize. Several-- .
cartographic techniques are presented which enhance
understanding of these spatial relationships within
data.

i. INTRODUCTION

The Energy Systems and Statistics Group at the Los Alam:

the “
the

Scientifi(-
Laboratory (LASL) is involved in several prrjects with encr~ -relntcd data.
Some of these projects have small un~varictc or multivariat, data sets,
while others have l:lrgcdata sets which rrquire data monap ,cnt systems for
efficient data manipulation. A statistically-orient.edgr i~icspackage
is presently under development; numerous modules hove bc comlllctcd.
‘rhCpUrl)OSC Of thiS pUC)iUge iS tO ~rOVldC ~ral~hic:ll t~’~1’ LqUCs f@r the
in~tial examination of the data. This paper uses dat;l om sevcr:il
projects to demonstrate some of these tcchniquos.



In Section 2, we discuss graphical methods useful for a preliminary
analysis of small data sets. in Section 3, graphical techniques which are
appropriate for large data sets are presented. Finally, spatial
relationships in geographic data sets are explored in Section 4.
Throughout this paper, examples of computer graphic:;are us,~dto
illustrate the techniques. (Ihs 35-mm color Glides of computer-generated
graphics shown at the conference are reproduced in black and white for
this paper.)

11. PRELIMINARY DAIA ANALYSIS OF SMALL UNIVARIATE AND
PULTIVARIATE DATA SETS

Computer graphics for a preliminary raw data analysis may include histograms,
empirical distribution function plots and probability plots. The data used
irithis section was collected on 17 variables for each of the SO states plus
the District of Columbia. The variables and their means and standard deviations
are listed in Table 1. Of particular interest is the average household BiU
consumption per capita (HHBTU). The listogram in Figure 1 shows that the
assumption of normality may be questionable. Two graphical tests of normality
are shown in Figures 2 and 3. One test uses Lilliforsr test statistic; the
other uses a test statistic developed by Lohrding. In the former, the normalitl’
assumption is tested by placing (1-a)100% confidence bounds on the empirical
distribution function (edf). The normal cumulative distribution function (calf)
with mean and variance estimated by the sample mean and sample variance is
plotted. If the cdf falls outside the bounds placed on the edf, the assump-
tion of normality is rejected at the a level of significance. In the latter,
the normalit.vassumption is tested b~ placing (1-a)100% confidence bounds on
the normal cdf with mean and variance estimated b~ the sample mean and sample
variance. If the edf falls outside the bounds placed cn the calf,the as-
sumption of normality is rejected at a level of significance. In neither
test is normality rejected at the 95% level of significance. A normal
probability plot and a Iognormal probability plot, two additional graphical
techniques which ma:rgive further insight o the structure of the data,
are given in Figures 4 and 5.

To describe the joint relationship of HIIBTULO 26 other variables
(including transformations of some of the variables, a linear multiple
stepwise regression procedure is used. Seventy-five percent of the variance
is accounted for by the variables degree days (DEGD) and percent urban
population (PCURB). The equation of the fitted linear multiple regression
model is

Yi = 22.1s.
‘“657 ‘2,i + ‘“328 ‘G,i

where i = 1,2,...,51

‘i
= H}IBTIJfor the i th state (z axis)

‘2,i
= DEGD for the i th stiitc(x axis]

x
8,i

= PCURB for tho i th st:itc(y ax~s).



TABLE I

STANDARD
VARIA~LE MEAN DEVIATION

1. HHBTU

2. DEGD

3. MAXT

4. PCAIR

s. POP

6. FRZR

7. @NEP

8. PCURB

9. COML

10. MEDIN

11. LOWIN

12. SINGLE

13. NEWHS

14. OLDHS

1S. AVEIN

16. LAT

17. LONG

Household BTU per capita (106) 87.33 21.30

Heating degree day loads
x

65-Y OF
S.oo 2.23

365

(lo3 ‘F) where Y =

{

average daily temp. if Y < 6S°F

65° if Y ~ 65°F 1

Normal July maximum temperature (°F) 86.41

Percent of households with air con- 33.73
ditioning

1971 population (105) 4.04

Percent of population with freezers 32.90 .

Single individuals per housing unit” 218.63

Percent urban population 66.47

Percent commercial sector 36.71
commercial

residcnrial & commercial

Median income (103j 9.17

Percent of family
poverty levels

Percent of single

Percent of houses

Percent of houses

incomes below gov’t 11.67

family houses 71.72

built since 1960 25,9!.

built before 1950 S3.42

Average income pet capita (103) 3.$6

Latitude of center of the state 39.118

Longitude of center of the state 93=59

5.96

18.44

4.36

10.94

21!.30

15.11

3.31

1.4s

5.18

11.19

7.92

12.34

.63

6.44

19.s0



Figure 6 shows a three dimensional graphical representation where the fitted plane
and the data points are plotted. Lines are drawn from the data points to
the surface to give some indication of the deviations. In a non-linear
regression analysis, t},eequation of the fitted model is

~i = 33.835 . 77.(jQ7

where 1 = 1,2,....51

$)+ ,374.90(*)

9

Y, = HHBTU for the i th state (z axis)

‘2,i
= DEGD for the i th state (x axis)

‘3,i
= MAXT (maximum temperature) for the i th state (y axis).

‘1’hcfit of the data to the surface is shown in Figure 7. The two extreme
points are Alaska and Hawaii.

Several techniques are ava~.,aLe for displaying multivariate data. We
first discuss a gray-level codei correlation matrix which dispiays the pair-
wise correlations between variabll’s. The gray level scale ranges from positive
to zero to negative correlations. Frequently, such a display may be useful
in directing attention to intere:it.,ngvariable relationships. In Figure 8,
note that HHBTU is positively co~r(lated with DEGD, LAT, OLDHS, NEDIN,
and AVEIN, negatively correlated with M4XT, PCAIR, LONIN, SINGLE, and NEWllS,
and not correlated with POP, FRZk, {lNEP,PCURB, CONILand LONG.

Another technique called Andrews’ sine curves uses the standardized data
as coefficients of a function inv~lv.’.ngsines and cosines of t in the range
(-IT,IT). A function involving the 17 var~.ableswas plotted for each of the 50
states plus the District of Colum~ia to vj.suallycluster similar states.
Relatively tight bands suggest cllsters. When the original data are used,
it is very difficult to separate :lus:ers as shown in Figure 9. However,
a plot of the factor coefficients fro]la principal components analysis
in Figlre 10 shows three possikle clu:~tersof states.

Figures 11, 12 and 13 show t’~es[-called Chernoff faces for the 50 states
plus the District of Columbia. }l~re,a facial characteristic is associated
with a variable as indicated in T~ble II. For example, wide noses correspond
to large single populations and l]ng noses correspond to large populations.
The faces for Ncw York and California are striking because of this feature.
Similarly, Alaska has a wide f~ce because of the large HIIBTUconsumption
per capita, whereas Hawaii has a thin face.

-4-



The dendogram, a tree-like graph of non-overlapping hierarchical partitions,
is another visual technique used in cluster analysis. A computer program
containing eight clustering techniques (nearest neighbor, furthest neighbor,
simple average, group avc~-age,median, centroid, Lance and Wiiliarns’flexible
strategy, and Ward’s method) is used. Initially, the data are standardized;
both classical and robust standardization techniques are used. When the
data are standardized by the sample mean and sample standard deviation, no
noticeable peculiarities in the data structure are present. However, when
the data are standardized by the trimmed mean and trimmed stantiarddeviation,
four states, New York, California, A~aska and Hawaii, are distinct from the main
cluster regardless of the algorithm used.

Facial Characteristic

1. Face Widtn

2. Brow Length

3. Face Height

4. Eye Separation

5. Pupil Position

6. Nose Length

7. Nose Width

8. Ear Diameter

9. Ear I.cvel

10. Mouth Length

11. Eye Slant

12. Mouth Curvature

13. Mouth Level

14. Eye Level

15. Brow Ilcight

16. Eyc Lccerttricity

.-. 17. Eyebrow Angle

TABLE II

Variable

HHBIU

SINGLE

MAXT

LAT

AVEIN

POP

ONEP

PCURB

COML

DEGD

MEDIN

PCAIR

FRZR

LOWIN

OLIX{S

LONG

h!EhlIS



III. LARGE DATA SETS

In data analysis many of the ensuing problems can be attributed to the
data itself--perhaps inaccurate, missing, too little, and recently too much.
These la~ge data sets not only create a tremendous storage problem, but
challenge computer graphics for effective display techniques.

The analyses considered here deal with Na ional Uranium RCSOLlrCt2

Evaluation (NURE) data. The objective of this nationwide airborne and stream
sediment reconnaissance survey is to classify regions with respect to their
potential mineralization. For example, in the stream sediment survey, LASL
analyzes the data from five states: hryoming,Colorado, Montana, New Mexico
and Alaska. In the secxnd year of a five-year study, LASL data bases already
contain seven million words.

The probability distributions of certain random variables such as
thallium signals over a given geological formation of a flight line are
thought to indicate uraniun concentration. A technique for computing an
empirical density function (edf) used to estimate a probability density
function has been developed. As many as 100 of these densities, each
representing a map line or transect, can be displayed simultaneously as shown in
Figure 14. Since some of the edfs may be visually obscured by other edfs,
the 3-D plots have been compressed into a 2-D grid plane in a lightness-
darkness plot shown in Figure 1S.

Figure 16 is a scattergram of bismuth vs. thallium for all geological
formations on one map line in the Lul]bock-Plainviewarea in Texas. The data
in the lower left-hand corner represent recent geological formations and most
of the formations f,~llowa linear trend except for the data on the riglit-hand
side of the plot where T1 becomes constant with Bi increasing. These data belong
to two older formations with known uranium mineralization. Figure 17 shows
data for one geologic formation. Scattergrams such as this one are useful
in identifying clusters representing misclassified geolog+.ca~formations data.

Figure 18 shows a line?r discriminant analysis displayed as a gray-level
matrix useful in delineating between favorable and unfavorable regions of uranium
mineralization. Each square represents 100 records (~.e., iOO seconds of
gamma-ray signals on a map line) in the Lubbock area. The 23 rows represent
23 map lines. There are eight gr::ylevels which are linearly spaced from
light to dark Gvex the interval [0,1]. The lighter shades represent low
probability of favorable uranium mineralization while darker shades
represent high probability of favorable uranium mineralization.

Contour maps of the Lubbock-Plainviewarea also indj.cateregions
where the probability of tinding uranium is high. An example is shown
in Figure 19.

Iv. CARTOGRAPHIC DATA SLTS

Maps arc very useful in displ~.yingand communicating information
contained in data with spatiol/geogr:{l~l\icrelationships. The figures
shown are applications of cartographic rcchniqucs and have been extracted
from various on-go+.ngprojects.



Figure 20 summarizes U.S. offshore oil and gas lease data from Octobc~ 1954
- November 1976. The number of leases, the leasing years, the acreage and the
producing =cres thrqugh 1974 are given fcr individual states and regions as
well as totals for q?”lthe leases. Of the total 1,940,000 producing acres,

. Louisiana has 1,824,000 acres and Texas has 103,000 acres.

Figures 21 - 23 are for a study of the impacts of electric power generation
in the West. The location of existing and proposed power plants by type for the
Western and Rocky Mountain regions are sho~.nin Figure 21. The letters
represent the type of plant, i.e., coal, oil, gas and nuclear. The size
of the letters indicate three levels of po,)ergeneration: small, 500-999
MWe, medium, 1000-1999 Mite,and large, 2000+ NWe. The Los Angeles and
San Francisco areas have a number of oil-fired plants and these areas are
simply shaded. Figures 22 and 23 are maps to study po’.lutiondispersion patterns.
Figure 22 shows S02 c.oncentrat~onin Southwest Wyofiiingfor 1S85 with pollution
contours drawn every 0.25 pg/m . Figure 23 shows change in length of
life due to pollution in days per person. Similar graphical displays were
done for exposure to suspended particulate, additional restricted activity
days due to pollution and annual morbidity costs per persGn and per town.

Figures 24 - 26 are from solar feasibility studies. The first map
shows heating degree days which i~ the average of the high and low
temperatures subtracted from a 65 base temperature for the 48 contiguous
states. Simply, the colder the climate, the higher the number of heating
degree days. Contrast Florida with’214 and Maine with 7511. The second
map shows 1977 residential gas prices in dollars per million cubic feet by
state. Gas is generally cheaper in the southern, central and Rocky Mountain
regions. Note tk,atMaine has higher prices than nearby Vermont and New
Hampshire. Figure 26 shows the pattern of economic feasibility for dcmwstic
hot water under incentives provided by the National Energy Plan of April 1977
and the House Modification of that plan.

Figures 27 - 34 are maps displaying energy-related data from the regional
studies program. Figure 27 shows the five coal expoi-t-importrcpions and
Figure 28 is a flow map for the export of Rock:7Mountain coal. The circle
represents the within region total and the thickness of the arrows represents
relative amounts of export to the other four regions. Bar charts and pie
charts are useful in displaying energy totals for regions or states. Pro-
duction, consumption, export and ne.gat]veexpert (import) figures are dis~:~layed
in Figures 29 and 31 using shaded bars. Figure 30 llsesvarying sized circles
to indicate production levels by region. Sections of a circle are shaded
differently to indica<e coal, oil and natural gas, hydro, nuclear and other
and uranium production) Figure 32 shows county air quality maintenance area
data for the Rocky Nountain region. An intcracti-~ecomposite gee-information
mapping system known as Ghl.APSprovides map data on such items as wilderness
areas, ecosystem trends, ~~catjons of natural resources, CtC. for selected

regions in the U.S. Figure 33 shoh’s types of coal fields and Figure 34
is a composite of coal fiel({swith oil shale b~sins in three Co’ ‘rado
colmties.

-7-



v. SUML4RY

The computer generated graphic products described in this paper represent
a variety of techniques for displaying and analyzing small uni~-ariateand multi-
variate data sets, large data sets and cartographic data sets. Computer
graphics are useful tools for communicating information efficiently and
effectively.
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